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Abstract. User-generated content is daily produced in social media, as such user
interest summarization is critical to distill salient information from massive infor-
mation. While the interested messages (e.g., tags or posts) from a single user are
usually sparse becoming a bottleneck for existing methods, we propose a topic-
aware graph-based neural interest summarization method (UGraphNet), enhanc-
ing user semantic mining by unearthing potential user relations and jointly learn-
ing the latent topic representations of posts that facilitates user interest learning.
Experiments on two datasets collected from well-known social media platforms
demonstrate the superior performance of our model in the tasks of user inter-
est summarization and item recommendation. Further discussions also show that
exploiting the latent topic representations and user relations are conductive to the
user automatic language understanding.

1 Introduction

Social networking platforms enjoy a great popularity for individuals to share opinions
and exchanging information [4,5]. Then, millions of user-generated posts are produced
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Table 1. POI: “The Vortex Bar And Grill” on Yelp. Posts are the short comments from different
users for the POI. User interest summarization is the succinct description for these posts.

POI: The Vortex Bar And Grill - Midtown

Source posts from social media:

User 1: Best burgers in town.

User 2: The Yokohama Mama Burger for some Lunch!

User 3: Steakhouse Burger is one of the best.
Also, be sure to get onion rings as a side!

User 4: Yummy beer, and the beers aren’t expensive either!
Comedy show!

User 5: Adding my vote as the best burger in ATL.

User 6: They have yamazaki whiskey.

User interest summarization:
American (Traditional), Burgers, Restaurants,
Bars, Nightlife

daily, far outpacing the human being’s reading and understanding capacity. As such, dis-
covering gist information from large volume of posts becomes vital capability for cur-
rent applications. Two characteristics can be summarized for current posts: short texts
and word sparsity. As shown in Table 1, the source posts of one point-of-interest (POI)
from social media (e.g., Yelp) usually only contain a few short sentences and their word
co-occurrences are usually sparse. The user interest summarization can be considered
as the keyphrases [22] to summarize the whole posts of a POI. These keyphrases can be
further used for the downstream tasks, such as similar POI search [2,7], user sentiment
analysis [6,20], POI recommendation [18,19], and so forth. Despite the widespread use
of keyphrases, millions of posts are generated daily without summarization. Therefore,
there exists a pressing need for automating user interest summarization for daily posts.

Most previous work focuses on extracting existed phrases from target posts. [20,
24] employ topic models to generate topical words as the keyphrases for a group of
posts. These methods, ascribed to the limitation of most topic models, are incapable of
generating non-existed keyphrases for each target post. More recently, [22] introduces
a sequence generation framework that can generate keyphrases beyond the target post.
It present a neural seq2seq model based on integrating more tweets related to the target
post to generate keyphrases in a word-by-word training manner.

However, the aforementioned models encounter a common challenge: only limited
number of relevant posts existed for one POI are encoded when processing posts from
social media. To illustrate this challenge, we display Table 1 where a batch of posts are
from Yelp. Such posts are the comments related to the POI “The Vortex Bar And Grill
- Midtown”. We can observe that each post only contains a few words, as such, this
will inevitably encounter the sparsity problem. On way is to combine more relevant
posts [22] to enrich the contents. However, even though all posts are focused on the
same topic, it is difficult to summarize the keyphrases “American (Traditional), Burgers,
Restaurants, Bars, Nightlife” due to the limited number and colloquial nature of social
media language by looking at posts from 1 to 6 in Table 1.
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To address the above challenges, we propose a novel graph-based neural interest
summarization model (UGraphNet) that includes three complementary innovations.
The first one is user collaboration that leverages neighboring information by construct
the bipartite graph of user-post-user to enrich sparse contents. The second one is corpus-
level user latent topic modeling with the constructed graph and the users interested
posts. The last one is joint modeling the latent topic embedding of all users and the
interest prediction of the target users. These approaches can effectively improve the
accuracy and alleviate data sparsity in the tasks of user interest summarization and item
recommendation. In general, the contributions of this work are as follows:

– To the best of our knowledge, our work is the first to study the benefit of leveraging
user relations and latent topics on social media interest summarization and item
recommendation. Also, our model enables an end-to-end training process.

– We propose there main components: a contrastive learning loss, a topic modeling
loss, and a graph-based learning loss to achieve the above purposes by their jointly
learning.

– We experiment on two newly constructed social media datasets. Our model can sig-
nificantly outperform all the comparison methods. Ablation analysis also demon-
strates the effectiveness of exploiting the latent topic representations and user rela-
tions in user automatic language understanding.

2 Proposed Model

In this section, we describe the proposed framework that how to leverage user col-
laboration and latent topics for the user interest summarization. Figure 1 shows the
overall architecture consisting of three modules - a contrastive learning loss, a topic
modeling loss, and a graph-based generative learning loss. Formally, given a collec-
tion D of social media posts, we process each post into bags-of-words word vector
[t1, t2, ..., t|V |], which is a V -dim vector over the vocabulary and V denotes its size.
Besides, each post consists of latent topics and we denote the topic size as |K|. Below
we first introduce our three modules and then describe how they are jointly trained.

2.1 Contrastive Learning Loss

We exploit user collaboration by constructing the adjacent graph of users. Specifically,
when two users are interested in the same posts, we make a connection between these
users. Besides, it is difficult for every user has an unique embedding in the large-scale
scenarios, which will inevitably make the number of parameters tremendous. As such,
inspired by the work [8] that they represent the users by the terms of queries, we repre-
sent the users with a smaller number of tag embeddings. In other word, each user can be
represented with a limited number of tags. Here we also use one-hot encoding to repre-
sent the tag (or call word) lexicon (t1, ..., t|V |). Then, we map the tags to d-dimensional
vectors with a mapping function f to represent users as follows:

hvt
= f((t1, ..., t|V |),M), (1)

where hvt
∈ R

d denotes the embedding of a user vt, and M ∈ R
|V |×d is the trans-

formation matrix. After that, we adopt an attention method to fuse the information of a
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Fig. 1. Overview of the proposed UGraphNet model.

target user and its neighbors. First we perform the message propagation step for dealing
with the messages passing from neighboring nodes, which is given by:

mvi←vj
= MLP(nvjvi

⊕ hvj
) · hvj

, (2)

where mvi←vj
∈ R

d denotes the information passing from node vj to vi, nvjvi
is one-

hot encoded of the neighbor type (e.g., one-hop (0, 1) or multi-hop neighbors (1, 0)),
MLP(·) ∈ R

d×d denotes aMulti-Layer Perception that takes as inputs both the neighbor
type nvjvi

and the representations of the user hvj
, and ⊕ represents the concatenation.

Then, we aggregate the information of the target node and the messages passing
from its neighbors in an attention way. The weight coefficient αvi,vj

between two nodes
can be formulated by:

αvi,vj
=

exp

(
σ(aT · [Whvi

||Wmvi←vj
])
)

∑
vk∈Nvi

exp

(
σ(aT · [Whvi

||Wmvi←vk
])
) , (3)

where W ∈ R
d×d is a shared weight matrix for mapping nodes into the same embed-

ding space, a ∈ R
2d denotes a weight vector for learning the relations of the target node

and its neighbors, and Nvi
is the set of neighbors of node vi, and σ denotes the sigmoid

function [11].
After that, with the learned weight coefficients αvi,vj

and the neighboring message
information mvi←vj

, the final representations of node vi can be formulated by:

hL
vt

= ReLU

( ∑
vj∈Nvi

αvi,vj
Wmvi←vj

)
, (4)

where ReLU is an activation function [9], and L denotes the last layer of the network.
Finally, inspired by the recent advances in the contrastive learning work [12,13],

we introduce a contrastive learning loss Lc formulated by:
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Lc =
∑

(vt,vp,vn)∈T
[σ(vt, vp;h) − σ(vt, vn;h) + ∇]+, (5)

where h denotes the hidden embeddings of users, vt is the target user, vp denotes its
neighbor users, vn is the negative users drawn from the whole set by using the alias table
method [15] that only takes O(1) time, ∇ is a margin hyper-parameter separating the
positive pair and the corresponding negative one (we set it as 0.5 in the experiments),
T denotes a training batch, and [·]+ denotes the positive part of the calculation. The
above contrastive learning loss (Eq. (5)) explicitly encodes similarity ranking among
node pairs into the embedding vectors.

2.2 Topic Modeling Loss

In this part, we refer to a matrix factorization [1] method to obtain the topic modeling
loss Lt. More concretely, given the document-word matrix D, we decompose it into
the product of the document-topic embedding matrix Θ and the topic-word embedding
matrix T with regularization as follows:

Lt =
∑
i∈T

(Di − ΘiT)2 + λ(||Θi||22 + ||T||22), (6)

where D ∈ R
|D|×V , D denotes the set of documents, V is the vocabulary size, Θ ∈

R
|D|×k, T ∈ R

k×V , k is the dimension of the topic embedding, || · ||22 is the l2 norm
regularization of the parameters, and λ is a harmonic factor for regularization. In Eq. (6),
we explore the latent topics of the posts that are interested by the target user. Besides,
the obtained document-topic embedding Θ will be used in the generative learning in
the following section.

2.3 Generative Learning Loss

With the target user embedding hL
vt

from Eq. (4) that represents the user collaboration
information, and the document-topic embedding Θvt

from Eq. (6) that represents the
interests of the target user, we can construct the generative learning loss Lg as follows:

Lg = −
∑
vt∈T

log(σ([hL
vt
;Θvt

]Wv)), (7)

where hL
vt

∈ R
1×d, Θvt

∈ R
1×k, Wv ∈ R

(d+k)×1 are trainable weights, and [; ]
denotes the concatenation operation. In Eq. (7), we aim to fuse the information of the
two domains (i.e., the user relations and the interested latent topics) which exploits the
assumption that relevant users may share similar interests.

2.4 Learning and Inference

In the training stage, we adopt stochastic gradient descent [14] to minimize the loss
function of the total loss, which is given by:

Ltotal = Lc + Lt + Lg. (8)
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Table 2. The statistics of datasets.

Datasets Delicious Yelp

#Users 1847 7913

#Items 68755 12462

Avg. items interacted by per user 195.72 41.52

Avg. length of user summarization per item 3.67 6.36

Avg. length of description per item 7.09 12.15

With the above learning objective as shown in the Eq. (8), we can: (1) exploit the
user collaboration information with the contrastive learning loss (Eq. (5)), (2) explore
the latent topics of the semantic information to summarize user interests (Eq. (6)), (3)
fuse the above information (Eq. (7)) to simultaneously learn them in an end-to-end way.
User Interest Inference: Based on the concatenated embedding of user collaborative
information hL

vt
and user historical interest information Θvt

, we can conduct dot prod-
uct with the topic-word embedding T to generate a ranking list of output words, where
the top K ones serve as the user interest summarization in the evaluation.
Post Recommendation Inference: Similarly, based on the hvt

and ΘL
vt

of the target
user, we generate a ranking list with the document-topic embedding Θ of the output
posts, where the top N ones serve as the post recommendation.

3 Experiments

3.1 Datasets

We adopt two real-world datasets to estimate the performance: Delicious1 and Yelp2

which are widely used in social recommendation [10,17]. The statistics of the datasets
are shown in Table 2. Each dataset contains of users, items, the interactions includ-
ing browse or access between users and items, user summarization of items, and item
description. The “Avg. items interacted by per user” represents the average number of
items that have been browsed or visited by users before. The “Avg. length of user sum-
marization per item” denotes the average length of words that users summarize items.
The “Avg. length of description per item” denotes the average length of words that are
used to comprehensively describe the characters of items.

3.2 Comparison Methods

We include several traditional and state-of-the-art approaches that can be applied to user
interest summarization, including probabilistic graph models and sequential learning
models. Here are descriptions of selected methods: GSDMM [23] is a traditional and
widely used probabilistic graph model which is designed for the short text modeling.
The word and document representations are learned by combining Dirichlet and multi-
nomial distributions. DP-BMM [5] is an another often used probabilistic graph model

1 https://grouplens.org/datasets/hetrec-2011/.
2 https://www.yelp.com/dataset.

https://grouplens.org/datasets/hetrec-2011/
https://www.yelp.com/dataset
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Table 3. Main comparison results displayed with scores in %. Boldface scores in each column
indicate the best results. The underlined scores denote the second best performance. Our model
outperforms the strongest baselines with p-value < 0.05.

Model Delicious Yelp

HR@1 HR@5 HR@10 MAP HR@1 HR@5 HR@10 MAP

Traditional models

GSDMM 14.83 12.02 10.05 13.83 1.67 14.34 7.40 7.93

DP-BMM 16.56 14.75 14.38 17.15 4.16 17.68 11.12 12.41

State of the arts

SEQ-TAG 20.16 22.03 21.79 21.03 12.21 27.49 21.62 20.56

SEQ2SEQ-CORR 23.21 29.59 24.27 23.10 15.17 32.70 22.31 22.96

TAKG 27.68 30.96 28.84 27.76 42.27 33.22 23.93 38.37

UGraphNet (Ours) 34.56 35.51 33.07 34.63 55.99 35.09 25.30 48.20

Improv. 24.86% 14.70% 14.67% 24.75% 32.46% 5.63% 5.73% 25.62%

which explicitly exploits the word-pairs constructed from each document to enhance
the word co-occurrence pattern in short texts. It can deal with the topic drift prob-
lem of short text streams naturally. SEQ-TAG [24] is a state-of-the-art deep recur-
rent neural network model that can combines keywords and context information to
automatically extract keyphrases from short texts. SEQ2SEQ-CORR [3] exploits a
sequence-to-sequence (seq2seq) architecture for keyphrase generation which captures
correlation among multiple keyphrases in an end-to-end fashion. TAKG [21] intro-
duces a seq2seq based neural keyphrase generation framework that takes advantage of
the recent advance of neural topic models [16] to enable end-to-end training of latent
topic modeling and keyphrase generation.

Different from the above methods, we exploit the potential usefulness of user col-
laboration and the latent topics exhibited in the user interest and the item contents,
which have been ignored in previous research and will be extensively studied here. We
also present an ablation study to show the effectiveness of our proposed components.

3.3 User Interest Summarization Results

In this section, we examine our performance in user interest summarization for social
media. The performance of the user summarization is accessed by calculating how
many “hits” in an n-sized list of ranked words. To this end, we use popular informa-
tion retrieval metrics Hit Ratio (HR) and Mean Average Precision (MAP) for evalua-
tion. For the datasets Delicious and Yelp, most items are summarized by users with 3
to 6 on average (Table 2), thus HR@1, HR@5, HR@10 are reported. Besides, MAP is
measured over the top 10 prediction for all datasets.

The main comparison results are shown in Table 3, where the highest scores are
highlighted in boldface and the underlined ones denote the second best. The last row is
the improvements of our method compared with the best baseline. In general, we can
observe that:
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Table 4.Ablation analysis. The highest scores are marked in boldface, and ‘_’ denotes the second-
best results.

Method Delicious Yelp

HR@1 HR@5 HR@10 MAP HR@1 HR@5 HR@10 MAP

UGraphNet 34.56 35.51 33.07 34.63 55.99 35.09 25.30 48.20

w/o CLoss 26.36 12.30 6.88 10.80 53.02 33.56 22.23 46.99

w/o TLoss 4.92 5.63 4.44 5.28 52.07 25.79 15.81 14.29

w/o GLoss 28.64 27.22 26.44 24.76 12.54 11.15 9.71 3.25

Improv. 20.67% 30.46% 25.08% 39.86% 5.60% 4.56% 13.81% 2.58%

(1) Our model UGraphNet consistently outperforms other comparisons on all datasets
under various metrics. This shows the usefulness of leveraging user neighbor-
ing information for their interest summarization. More concretely, UGraphNet
achieves up to 24.86%, 14.70%, 14.67%, and 24.75% improvements over the
second-best method TAKG in terms of HR@1, HR@5, HR@10 and MAP on Deli-
cious. Besides, TAKG gains 32.46%, 5.63%, 5.73%, and 25.62% improvements
on average against the second ones on Yelp. In general, the above improvements
demonstrate the effectiveness of our method by jointly modeling user relations and
user interests.

(2) Among the results of the baselines, the traditional methods including GSDMM
and DP-BMM give poor performance. This indicates that user interest summariza-
tion is a challenging task. It is hard to rely on probabilistic graphical models to
yield acceptable performance. On the contrary, seq2seq-based models consisting
of SEQ-TAG, SEQ2SEQ-CORR, and TAKG yield better results than the traditional
ones. Particularly, TAKG outperforms the other baselines, which suggests the help-
ful of exploiting latent topics in short texts. Interestingly, our model achieve larger
improvements with a step further by exploring the user relations and their latent
topics.

3.4 Ablation Analysis

To analyze the effectiveness of the proposed components on user interest summarization
(introduced in Sect. 2) in our method, we conduct an ablation analysis as follows. In
general, we have three ablated variants of our model:

I. w/o CLoss (without constrastive learning loss): The CLoss (Eq. (5)) is used to
exploit user relations that help to distinguish the target user from its neighboring
users and negative users. We remove the CLoss and keep the TLoss and GLoss for
comparison.

II. w/o TLoss (without topic modeling loss): The TLoss (Eq. (6)) aims to exploit the
latent topics in short texts which can alleviate the data sparsity in the user interest
summarization.

III. w/o GLoss (without generative learning loss): The TLoss (Eq. (7)) utilizes the
assumption that relevant users share similar interests. We adopt it to generate
keyphrases that is relevant to users’ latent topics.
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The results of the ablation tests are shown in Table 4. Our method UGraphNet
outperforms the other variants. Specifically, UGraphNet achieves 20.67%, 30.46%,
25.08%, and 39.86% improvements over the second-best variant in terms of HR@1,
HR@5, HR@10, andMAP on Delicious, and obtains 5.60%, 4.56%, 13.81%, and 2.58%
gains on Yelp, respectively. These results validate that the user attention update gate is
more appropriate to explore user interests. These results demonstrates the effectiveness
of jointly learning different components. We observe that the influence levels of each
component are presented as GLoss > CLoss > TLoss on Delicious. These results are
identic with expectation that the generative loss contributes more than the topic model-
ing loss. This is because there are more dense interactions between users and items (i.e.,
Avg. items interacted by per user: 195.72) as shown in the statistics of datasets (Table 2),
comparing with the sparsity of text information (i.e., Avg. length of user summariza-
tion per item (3.67)). Interestingly, the influence levels of components on Yelp are as:
CLoss > TLoss > GLoss, which shows that the contrastive learning loss contributes the
most while the generative loss contributes the lest. These results are also in accord with
the characteristics in Table 2. There are more users information (#User: 7913) while
less interactions between users and items (Avg. items interacted by per user: 41.52) in
Yelp. Note that the above interesting points are observed by comparing results across
the statistics of the datasets.

4 Conclusion

In general, we propose a topic-aware graph-based neural interest summarization
method, called UGraphNet, that can enhance user semantic mining for user interest
summarization and item recommendation in social media. The main innovations of our
work include a contrastive learning loss, a topic modeling loss, and a graph-based learn-
ing loss that leverage user relations and latent topics on social media by jointly train-
ing. Experiments on two newly constructed social media datasets demonstrate that our
model can significantly outperform all the comparison methods. Ablation analysis is
also conducted to show the superiority of our proposed components.
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